Deep Learning Object Detector Using a Combination of Convolutional Neural Network (CNN) Architecture (MiniVGGNet) and Classic Object Detection Algorithm
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ABSTRACT

The object detection system is a computer technology related to image processing and computer vision that detects instances of semantic objects of a certain class in digital images and videos. The system consists of two main processes, which are classification and detection. Once an object instance has been classified and detected, it is possible to obtain further information, including recognizes the specific instance, track the object over an image sequence and extract further information about the object and the scene. This paper presented an analysis performance of deep learning object detector by combining a deep learning Convolutional Neural Network (CNN) for object classification and applies classic object detection algorithms to devise our own deep learning object detector. MiniVGGNet is an architecture network used to train an object classification, and the data used for this purpose was collected from specific indoor environment building. For object detection, sliding windows and image pyramids were used to localize and detect objects at different locations, and non-maxima suppression (NMS) was used to obtain the final bounding box to localize the object location. Based on the experiment result, the percentage of classification accuracy of the network is 80% to 90% and the time
for the system to detect the object is less than 15sec/frame. Experimental results show that there are reasonable and efficient to combine classic object detection method with a deep learning classification approach. The performance of this method can work in some specific use cases and effectively solving the problem of the inaccurate classification and detection of typical features.
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INTRODUCTION

In any task, such as image recognition, object detection and neural language processing, deep learning has recently achieved superior performance (Zhao et al., 2017). The object detection system is used to detect and locate particular substances or things by determining the type or class of the object. It is a computer technology related to computer vision and image processing that recognizes instances of semantic objects in digital images and videos. Typically, there are two steps included in an object detector system framework, which is object classification component and object detection component. Object classification and detection are applied in many computer vision fields, including image retrieval, surveillance, security, machine inspection, and automated vehicle systems (Subhi & Ali, 2019, 2018; Subhi et al., 2018, 2019a, 2019b; Vahab et al., 2019).

Classification is a method of separating a target object from all the other categories and making representations more hierarchical, semantic, and informative for visual recognition. In conventional classification methods, the image characteristics are typically carefully hand-crafted to optimise the distinction capability. A variety of hand-crafted designed features have been explored beforehand such as SIFT (Lowe, 2004), the histogram of gradient oriented, HOG (Dalal et al., 2005) and Haar-like (Lienhart & Maydt, 2002). These hand-designed features, however, are not learnt from the essence of data and are subjective to designer interpretation. Due to the variety of appearances, lighting conditions and backgrounds, it is difficult to construct a comprehensive feature descriptor manually in order to define all kinds of objects perfectly. Usually, there is a classifier used to classify an object in an image such as Supported Vector Machine (SVM) (Lewes, 2015), Deformable Part-based Model (DPM) (Felzenszwalb et al., 2010) and AdaBoost (Freund & Schapire, 1997).

Object detection is one of the computer vision’s fundamental problems. It classifies each object in an image and uses 2D rectangular bounding box to label the position of the object. There are some classical algorithm for object detection used to detect an object such as Viola-Jones object detection (Wang, 2014), SVM classification with HOG features (Sugiarto et al., 2017), image segmentation and blob analysis (Patil et al., 2015) and image segmentation using background subtraction algorithms (Shaikh et al., 2014). Most of these approaches, however, are standardised and not robust for the various data varieties. By
extracting feature descriptors using the traditional vision algorithm, the system needs to process an object in the camera feed for about 30 seconds to 1 minute and just allowing not more than 70% classification accuracy (Lee, 2015). With the advent of deep learning technology, algorithms for image-based object detection such as Faster R-CNN (Ren et al., 2016), SSD (Liu et al., 2016), YOLO (Redmon & Farhadi, 2017), and Mask R-CNN (He et al., 2018) were used to achieve extremely high accuracy in an object detection system. However, this end-to-end object detection algorithm is computational complex and required a powerful GPU for training the data.

This paper will combine a deep learning algorithm for image classification and classic object detection algorithm to devise our own deep learning object detector. CNN architecture was used to train a network for object classification and a combination of sliding windows, image pyramids and NMS was used for object detection purposes.

The paper is structured as follows: the next section will explain the materials and overall methods followed by results analysis and discussions, and the paper will be concluded in the final section.

MATERIALS AND METHODS

Overall System

Figure 1 shows the overall object detector system using a combination of the convolutional neural network (CNN) architecture (miniVGGNet) and classical object detection algorithm. The processes consist of multiple steps, which are the combination of the building image dataset, followed by an object classification algorithm and ended with an object detection method.

![Figure 1. Overall System of an object detector](image)

Building Dataset

Gathering an initial dataset is the first step to creating a deep learning network. The images must be labeled and connected to each others in the same classes. The number of images should be roughly standardised for each class. In this research, data were collected from the real environment field for classification purposes. The data was collected in the fully furnished student residence and was named as an INDOOR dataset.

Figure 2 indicates the random images of INDOOR datasets. The INDOOR dataset consists of 840 images, 32 x 32 x 3 (RGB) in size, resulting in 3072 elements of vector...
dimensionality. It consists of 14 classes, including bed, chair, cupboard, door, fan, kitchen cabinet, microwave, rack, refrigerator, shower, sink, table study, toilet bowl and washing machine. The dataset contains of 630 training images and 210 test images. From each class, the train and test images are randomly selected.

![INDOOR dataset](image)

*Figure 2. INDOOR dataset*

**Object Classification**

Figure 3 displays the process of building an image classification model using deep learning CNN. The processes are made up of several phases which are pre-processing of images, dataset splitting, network training and tuning hyperparameter value.

![Object classification algorithm](image)

*Figure 3. Object classification algorithm – method for building object classification model using deep learning CNN*

**Pre-processing**

Some pre-processing steps could be performed before the model of deep learning is equipped. The images must be scaled to 32 x 32 pixels to ensure the dimensions and aspect ratio is the same. The images provided to the input layer should be square before the model construction. The next step, after the image has been resized is to apply channel ordering. The depth is the number of channels on the image or the number of filters in the layers of CNN architecture. The ordering of dimensions defined the form of the input and used it in the image to learn multi-level features.
Dataset Splitting

The dataset must be divided into two parts: a training set, and a test set. The classifier uses a training set to "learn" what each class looks like by predicting the input data, and then correcting the data on its own when predictions are incorrect. Once the classifier model has been trained, a test set is used to assess the classifier performance. It is important to ensure that the training set and test set are separate and not overlap with each other.

Network Training

The network will be trained from the images training dataset. The network must learn how to classify each of the classes in the labeled data from the training process. When the network makes an error it learns from the mistakes and improves itself. A simple CNN that accepts an input uses a convolution layer, then an activation layer, followed by fully connected layer, and finally a softmax classifier to obtain classification probabilities.

The CNN network architecture used in this paper to create a classification model is miniVGGNet. MiniVGGNet generally consists of two sets of CONV => ACT => CONV => ACT => POOL layers, followed by a set of FC => ACT => FC => SOFTMAX layers.

Of these layer types, the only layers containing parameters that are learned during the course of training are CONV and FC. ACT layers are also used in the network to make the architecture explicit. POOL layers are important as CONV and FC because they have a major impact on the spatial dimensions of the image as it passes through CNN.

The detailed architecture of the network is shown in Table 1, where the size of the initial input image is 32 x 32 x 3 and will be training on INDOOR dataset.

Based on Table 1, 32 filters with each of size 3 x 3 will learn on the first two CONV layers. The following layers of CONV will learn 64 filters, with each 3 x 3 in size. Over a 2 x 2 window with a 2 x 2 stage, POOL layers perform max pooling. RELU is an activation element (ACT) used in this architecture.

Table 1

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Output Size</th>
<th>Filter Size/Stride</th>
</tr>
</thead>
<tbody>
<tr>
<td>INPUT IMAGE</td>
<td>32 x 32 x 3</td>
<td></td>
</tr>
<tr>
<td>CONV</td>
<td>32 x 32 x 32</td>
<td>3 x 3, K=32</td>
</tr>
<tr>
<td>ACT</td>
<td>32 x 32 x 32</td>
<td></td>
</tr>
<tr>
<td>CONV</td>
<td>32 x 32 x 32</td>
<td>3 x 3, K=32</td>
</tr>
<tr>
<td>ACT</td>
<td>32 x 32 x 32</td>
<td></td>
</tr>
<tr>
<td>POOL</td>
<td>16 x 16 x 32</td>
<td>2 x 2</td>
</tr>
<tr>
<td>DROPOUT</td>
<td>16 x 16 x 32</td>
<td></td>
</tr>
<tr>
<td>CONV</td>
<td>16 x 16 x 64</td>
<td>3 x 3, K=64</td>
</tr>
<tr>
<td>ACT</td>
<td>16 x 16 x 64</td>
<td></td>
</tr>
</tbody>
</table>
Hyperparameter Tuning

To extrapolate different data patterns, the machine learning model may require different constraints, weights, or learning rates. These measures are called hyperparameters, and these parameters need to be tuned to enhance the model’s accuracy and solve the machine learning problem optimally. Hyperparameter tuning uses an ordered list of hyperparameter components - optimal model, which reduces the predefined loss function of independent data. In this paper, the different value of learning rate decay was modified, and batch normalization layers were applied to the networks to compare the network performance.

Based on Figure 4, the coloured boxes indicate the final value that had been choosing for the classification model. The value of 0.75 was chosen as a learning rate decay factor value because it was based on the highest classification accuracy of training and validation results.

Table 1 (continue)

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Output Size</th>
<th>Filter Size/ Stride</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONV</td>
<td>$16 \times 16 \times 64$</td>
<td>$3 \times 3, K=64$</td>
</tr>
<tr>
<td>ACT</td>
<td>$16 \times 16 \times 64$</td>
<td></td>
</tr>
<tr>
<td>POOL</td>
<td>$8 \times 8 \times 64$</td>
<td>$2 \times 2$</td>
</tr>
<tr>
<td>DROPOUT</td>
<td>$8 \times 8 \times 64$</td>
<td></td>
</tr>
<tr>
<td>FC</td>
<td>512</td>
<td></td>
</tr>
<tr>
<td>ACT</td>
<td>512</td>
<td></td>
</tr>
<tr>
<td>DROPOUT</td>
<td>512</td>
<td></td>
</tr>
<tr>
<td>FC</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>SOFTMAX</td>
<td>10</td>
<td></td>
</tr>
</tbody>
</table>

Note. Sizes of output volume are included for each layer, together with convolutional filter size/pool size.

Figure 4. Object classification pipeline
Object Detection

There are four fundamental steps needed when building a deep learning object detector using classic object detection, as shown in Figure 5. The first step is scanning an image at all scales and locations using an image pyramid. An image pyramid is used to reduce (or in some cases, increases) the size of the input image. It is called as an image pyramid because the image was stack from largest to smallest and it looks like a pyramid. The second step is to extract image features by using sliding windows. A sliding window that sits on top of the image will slides from left-to-right and top-to-bottom, classifying each region of interest (ROI) along the way. The sliding window will enable the system to detect precisely where an object is located in the image. The sliding window will runs on each scale of the image pyramid and enabling the system to detect objects that are both closer and farther away from the image. At each stop of the sliding window and image pyramid, the ROI will be extracted and fed into a CNN classification model. That is in the third step where CNN trained model will be used to classify extracted features from each window. When using a sliding window and image pyramid implies to trained classification model, it will report multiple bounding boxes for the same object. By applying non-maxima suppression (NMS) in step 4, the problem of overlapping bounding boxes can be solved, where NMS will keep only the largest confident prediction and obtain only one final bounding box for the object detection.

Figure 6 shows the object detection pipeline of the system. This method of object detection is a better approach, as it uses a combination of a deep learning model for object classification and classical object detection algorithm, which avoids the need to train end to end deep learning object detection frameworks. However, this method has some drawbacks such as slower response and tedious process.

Figure 5. The four fundamental steps of traditional object detection
RESULTS AND DISCUSSION

Classification Result

Training results and validation results will be shown in the training loss and accuracy and validation loss and accuracy graph. The python terminal will show the percentage of evaluation accuracy. The network has been trained on INDOOR dataset using miniVGGNet architecture, and the result is shown in the Figure 7.

Figure 6. Object detection pipeline

Figure 7. Object classification result: (a) model trained without batch normalization; (b) model trained with batch normalization
Figure 7 shows the comparison of the object classification result when adding batch normalization layer to the network. The result is shown in Figure 7(a) is the model train without batch normalization, while Figure 7(b) shows the result while the model trained with batch normalization. From the graph plot, there is a positive affect batch normalization has on the training process. The model that implements with batch normalization shows more reliable and the classification accuracy improved by 14% from 84% to 98%. Applying batch normalization helps to reduce overfitting and allows the network to achieve greater classification accuracy because the batch normalization layer are used to normalize the activations of the given input volume before transferring it to the next layer of the network.

Conveniently, the Keras library provides a LearningRateScheduler class that allows us to define a custom learning rate function and then apply it automatically during the training process. By adjusting the learning rate decay factor value, it will help to mitigate the effects of overfitting during the training process. Through epoch-to-epoch modification of the learning rate value, the loss will decrease, the accuracy will increase, and the overall amount of time takes to train a network will decrease. Based on the result shown in Figure 8(a) and Figure 8(b), adding the learning rate decay factor to the network can increase

![Figure 7](image1.png)

![Figure 8](image2.png)

*Figure 8. Object classification result: (a) model trained without learning rate decay factor; (b) model trained on learning rate decay factor (f=0.75)*
the classification accuracy of the model and at the same time can reduce overfitting on the graph plot. By adjusting the value of the learning rate decay factor by 0.75 in Figure 8(b), the classification accuracy of the model increase by 1% from 98% to 99%. Adding the learning rate factor value will control the rate in learning rate drops that affect the classification accuracy.

Detection Result

Figure 9 shows the object detection result by applying our deep learning object detector. The figure shows the comparison of object detection by applying NMS and without applying NMS. Results in Figure 9 (a) and (b) show object detector without NMS yields multiple bounding boxes in the image and applying non-maxima suppression (NMS), to remove overlapping bounding boxes, and keeping only the one with the largest probability/confidence. The information of the detecting objects about time detection and object classes

Figure 9. Object detection result, comparison between applying NMS and without NMS: (a) Applying our object detector to detect the washing machine in the image; (b) Applying our object detector to detect toilet bowl in the image.
was shown in the python terminal. Based on the result, the time taken for object detection is more than 10 seconds, which means that this object detector system is incredibly slow but this is an acceptable trade-off between accuracy and detection time. This system can detect only one object that has a larger probability and cannot detect multiple objects in one image.

CONCLUSION
This paper presents an analysis performance of deep learning object detector by combining a deep learning Convolutional Neural Network (CNN) for object classifying and applies some of the classic object detection algorithms to devise our own deep learning object detector. MiniVGGNet architecture was used as a classification model and a combination of the image pyramid, sliding window and NMS was used as an object detection algorithm. These approaches have a benefit, where they can treat any deep learning model trained for classification as an object detector.
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